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Executive Summary

• Russia and China have created and amplified disinformation and propaganda about COVID-19 worldwide to sow distrust and confusion and to reduce social cohesion among targeted audiences.

• The United States government, the European Union, and multinational organizations have developed a series of interventions in response. These include exposing disinformation, providing credible and authoritative public health information, imposing sanctions, investing in democratic resilience measures, setting up COVID-19 disinformation task forces, addressing disinformation through regulatory measures, countering emerging threat narratives from Russia and China, and addressing the vulnerabilities in the information and media environment.

• Digital platforms, including Twitter, Meta, YouTube, and TikTok, have stepped up to counter COVID-19 disinformation and misinformation via policy procedures, takedowns of inauthentic content, addition of new product features, and partner with civil society and multinational organizations to provide credible and reliable information to global audiences. In addition, digital platforms are addressing COVID-19-related disinformation and misinformation stemming from a variety of state and non-state actors, including China and Russia.

• Several of these initiatives have proven to be effective, including cross-sectoral collaboration to facilitate identification of the threat; enforcement actions between civil society, governments, and digital platforms; and investment in resilience mechanisms, including media literacy and online games to address disinformation.

• Despite some meaningful progress, gaps in countering COVID-19 disinformation and propaganda stemming from Russia and China and unintentional misinformation spread by everyday citizens still exist. Closing these gaps will require gaining a deeper understanding of how adversaries think; aligning and refining transatlantic regulatory approaches; building coordination and whole-of-society information-sharing mechanisms; expanding the use of sanctions to counter disinformation; localizing and contextualizing programs and technological solutions; strengthening societal resilience through media, digital literacy, and by addressing digital authoritarianism; and building and rebuilding trust in democratic institutions.
Introduction

The crisis around COVID-19 and the resulting “infodemic” has been exploited by authoritarian regimes to spread propaganda and disinformation among populations around the world. The Russian Federation and the Chinese Communist Party (CCP) have used the pandemic to engage in information warfare, spread divisive content, advance conspiracy theories, and promote public health propaganda that undermines US and European efforts to fight the pandemic.

In 2021, the Center for European Policy Analysis (CEPA) published two reports, *Information Bedlam: Russian and Chinese Information Operations During COVID-19*¹ and *Jabbed in the Back: Mapping Russian and Chinese Information Operations During COVID-19*,² comparing how the Kremlin and CCP have deployed information operations around the COVID-19 pandemic, virus origins, and efficacy of the vaccines to influence targeted populations globally, using the infodemic as a diplomatic and geopolitical weapon. The CCP mainly spread COVID-19 narratives to shape perceptions about the origins of the coronavirus and often push narratives to shun responsibility. Meanwhile, the Kremlin recycled existing narratives, pushing and amplifying them via validators and unsuspecting people in order to sow internal divisions and further exploit polarized views in the West about the efficacy of vaccines, treatments, origins of new variants, and impact to the population. While the world has learned about new COVID-19 variants, such as Omicron, China and Russia have evolved their tactics to spread covid-19 disinformation and propaganda and further sow doubt and confuse the population about the pandemic.

As Russia and China’s tactics evolve, this policy brief examines whether Western institutions, including governments, digital platforms, and nongovernmental organizations, have been able to counter information warfare around this unprecedented crisis. This paper examines a broad range of initiatives and responses to counter COVID-19 disinformation coming from Russia and China, and to strengthen societal resilience more broadly. Because addressing this challenge requires a whole-of-society approach, this report highlights government, technology, and civil society interventions, both in Europe and in the US, identifying what works and where there are existing gaps.

Of note, the interventions and related assessments presented here are based on currently available data. It is important to highlight that governments regularly pass new regulations and measures, and digital platforms continue to evolve their policy, product, and enforcement actions in response to COVID-19 disinformation.
While initially caught off guard by the information crisis that accompanied the pandemic, over the last two years the United States federal government, select European nations, the European Union (EU), and multinational institutions have made a series of interventions to counter COVID-19 information operations from Russia and China.

**Government Interventions**

While initially caught off guard by the information crisis that accompanied the pandemic, over the last two years the United States federal government, select European nations, the European Union (EU), and multinational institutions have made a series of interventions to counter COVID-19 information operations from Russia and China.

**United States Federal Government**

With significant spikes in COVID-19 cases, especially from variants such as Delta and Omicron, the US government has been taking proactive measures to counter COVID-19 disinflation. In 2021, US Surgeon General Vivek H. Murthy put out an advisory on building a healthy information environment to counter COVID-19 disinflation. The focus of this advisory is to equip the US public with the best resources and tools to identify both misinformation and disinformation so that the US public can make the most informed choices; address health misinformation in local communities; expand research on health misinformation; work with digital platforms to implement product designs, policy changes, and their enforcement; invest in long-term resilience efforts to counter COVID-19 misinformation; and use the power of partnerships to convene federal, state, local, tribal, private, and nonprofit leaders to identify the best prevention and mitigation strategies.
Similarly, the Cybersecurity and Infrastructure Security Agency (CISA) in the US Department of Homeland Security (DHS) put forth a COVID-19 disinformation tool kit to educate the US public about COVID-19 disinformation, provide the best resources, and help the public understand credible versus misleading content. The tool kit calls out Russian and Chinese state-sponsored elements as some of the key actors pushing and amplifying COVID-19 disinformation. As DHS/CISA point out, the Kremlin and CCP’s goal is to create “chaos, confusion, and division ... and degrade confidence in US institutions, which in turn undermines [the US government’s] ability to respond effectively to the pandemic.”

The US Department of State’s Global Engagement Center (GEC) continues to be the US government’s interagency belly button for understanding, assessing, and building partnerships to counter foreign state sponsors (and non-state sponsors) of disinformation and propaganda. This includes understanding and assessing disinformation activities from Russia and China globally. The GEC partners with civil society, research, and academic institutions to understand Russian and Chinese disinformation and malign influence. Of note, in August 2020, the GEC released a special report on the pillars of the Russian disinformation and propaganda ecosystem, which highlights Russia’s tactics and narratives to spread COVID-19 disinformation to targeted countries and populations. Considering extensive Russian disinformation and propaganda in Ukraine, the State Department created a website aimed at disarming disinformation, which provides credible content, informs the public about disinformation, and exposes disinformation from Russia (and other) actors.

In February 2021, the US Agency for International Development’s (USAID’s) Center of Excellence on Democracy, Human Rights, and Governance released a Disinformation Primer, which highlights counter disinformation programs to deter and prevent disinformation from China, Russia, and other malicious actors. This primer specifically focuses on building societal resilience in developing nations, strengthening media development, promoting internet freedom, and supporting democracy and anti-corruption-related programs.

The US government has also taken strong actions through more traditional measures of statecraft. For example, in April 2021, the Biden administration issued sanctions against Russia for a series of malign activities, including cyberattacks, election interference, corruption, and disinformation. These sanctions were not specifically directed at COVID-19 information operations necessarily but were broadly meant to impose costs for Russian malign activities, including disinformation.

Congress also proposed a series of measures to limit the spread of disinformation, promote digital literacy, and keep digital platforms accountable. These measures include a plan to appropriate $150 million toward countering propaganda and
disinformation from China, Russia, and foreign non-state actors through the Strategic Competition Act.9 However, getting bipartisan congressional approval to pass disinformation-related legislation has not been easy. For example, efforts such as the Honest Ads Act, the Digital Citizenship and Media Literacy Act, and Protecting Americans from Dangerous Algorithms Act have been introduced in Congress, but have not passed.10,11 In addition, in order to address the spread and promotion of health-related disinformation on digital platforms, US Sen. Amy Klobuchar (D-MN) recently introduced the Health Misinformation Act, co-sponsored by US Sen. Ben Ray Luján (D-NM), to create an exception to Section 230 of the Communications Decency Act, which gives digital platforms legal immunity from liability for content posted by users.12 This was introduced in July 2021; it is still pending approval.

European Governments and the European Union

Compared to the US, the EU and several European governments have been ahead of the curve in countering Russian and Chinese disinformation and malign influence, as well as keeping digital platforms accountable. This is largely because Europe, particularly Central and Eastern European states, have been dealing for some time now with malign influence, disinformation, and misinformation campaigns; election
interference; and digital authoritarianism certainly from Russia and, to a lesser degree, from China.

**European Union**

Most notably, in 2015, the EU created the East StratCom Task Force, which identifies, monitors, and analyzes the impact of Russian disinformation on targeted populations. Following earlier efforts, in 2020, the EU adopted the European Democracy Action Plan (EDAP) with a focus on promoting free and fair elections, strengthening media freedom, and countering disinformation. As part of the EDAP, the EU strengthened the Code of Practice designed to keep online platforms and advertisers accountable in countering disinformation. To receive credible information on the pandemic and vaccines and prevent malicious information from actors like China and Russia reaching the European public, the signatories to the Code of Practice created a COVID-19 monitoring and reporting program to curb COVID-19 disinformation on digital platforms. Finally, the European Parliament has given initial approval to the Digital Services Act, which will enable the EU to conduct greater scrutiny and regulation of technology companies and digital platforms, including monitoring their policies and enforcement actions, to create a healthy information ecosystem.

**The United Kingdom**

The United Kingdom’s (UK’s) Department for Digital, Culture, Media, and Sport established a counter disinformation unit to monitor disinformation coming from state actors as well as non-state actors. In addition, the UK’s minister of state for digital and culture, Caroline Dinenage, launched a digital literacy strategy for ordinary citizens to combat COVID-19 and other disinformation to ensure people know how to distinguish credible from inauthentic content, think critically, and act responsibly online.

**Sweden**

Sweden created a Psychological Defense Agency with the goal of identifying, analyzing, and responding to disinformation and other misleading content. As the agency explains, disinformation can be aimed at “weakening the country’s resilience and the population’s will to defend itself or unduly influencing people’s perceptions, behaviors, and decision making.” A big part of this agency’s work is to strengthen the Swedish population’s ability to withstand disinformation campaigns and defend society as a whole. Tasked with both preventive and operational measures, the agency aims to conduct its activities and operations during crises and steady state.
France

The French government has taken a series of measures with mixed results. In spring 2020, the government created the website Désinfox to combat COVID-19 disinformation and serve as a reliable collection of news on the pandemic. However, it immediately faced criticism for its selectivity of news outlets and its lack of articles critiquing the government’s response and the site was soon removed.22 The government also launched a website, Santé.fr, dedicated to informing citizens about health topics via articles and other resources. Due to the pandemic, it now includes information on vaccination and testing sites as well as a range of other COVID-19-related topics.23 The government recently created an agency, Viginum, to counter foreign information operations, particularly in the lead-up to the 2022 presidential election.24

Germany

In response to the increased threat of disinformation, Germany reformed its media regulatory framework in 2020, and enforced the 2020 Interstate Media Treaty.25 State media authorities in Germany contact online providers about online allegations that were presented without sources, images that were taken out of context, and conspiracy theories, among other harmful online content.26 German conspiracy counseling centers have also helped curb the spread of disinformation by treating clients who believe conspiracy theories regarding the pandemic, masks, and vaccinations.27 These free centers help citizens who have construed views based on false information.

“Elves”

The Baltic states have long been targets of Russian disinformation. In 2014, citizens in Lithuania established voluntary watchdog groups, known as the “Elves”—a direct response to the Kremlin “trolls”—to flag disinformation online, report suspicious accounts, and fact-check news reports. During the pandemic, the Elves created a new task force to specifically tackle COVID-19-related disinformation and created a Facebook page to share accurate news coverage and address conspiracies and disinformation.28 The Elves take COVID-19 disinformation extremely seriously; two-thirds of the Elves’ administrators work in health care.29 Over the years, the Elves have gained more followers and have grown from 40 to more than 5,000 members active in the Czech Republic, Finland, Slovakia, Ukraine, and even Germany.30
United Nations

With the rise of COVID-19 disinformation, the United Nations (UN) has taken a number of actions to ensure that citizens of the world have the most accurate, up-to-date information and abilities to identify and distinguish credible from inauthentic content. For example, UN Under-Secretary-General for Global Communications Melissa Fleming outlined the UN’s “Verified Initiative,” which is charged with countering malicious content, including related to COVID-19. The idea behind the initiative is to provide creative and credible content in more than 60 languages. In addition, the UN engages with digital platforms to address the productive role that these platforms can play in countering disinformation more effectively. Along with traditional mediums such as the UN Information Centers, the UN uses social media to push out credible information to citizens. However, given the role that Russia and China play in the UN, the international body’s influence to counter Russian and Chinese disinformation and propaganda remains somewhat limited.

World Health Organization

With so much malicious content stemming from Russia, China, and other actors over the efficacy of COVID-19 vaccines, the World Health Organization (WHO) has been the leading multinational organization and has partnered with governments, civil society organizations, and digital platforms to counter COVID-19 disinformation. In response to the COVID-19-related infodemic, the WHO launched several initiatives
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over the last two years. These include partnering with the UK government to create a “Stop the Spread” public awareness campaign to encourage people to verify the credibility of the information they access and think critically about the information that is being consumed. In addition, the WHO launched a “Reporting Misinformation” awareness campaign to show the public how to effectively report disinformation and misinformation to digital platforms. Additionally, in partnership with Cambridge University and the UK Cabinet Office, the WHO developed a “Go Viral” game that exposes disinformation and teaches players how to identify false information. As part of the game, players are connected with the WHO’s “MythBusters.”

NATO

NATO has done extensive work to counter disinformation in collaboration and partnership with member states, media, the EU, the UN, and civil society. For example, NATO created a COVID-19 Task Force to combat COVID-19-related disinformation. Through its Public Diplomacy Division, NATO monitors COVID-19-related and other disinformation stemming from Russia and other actors and fact-checks in collaboration with the EU. NATO set up a webpage, “NATO-Russia: Setting the Record Straight,” to expose Russian disinformation and dispel myths. NATO also conducts regular cybersecurity trainings, such as the annual Cyber Coalition exercise and the Crisis Management Exercise, which educate the entire alliance about cyber defenses. To further share best practices about cyber defense, NATO has designated training centers such as the NATO Cooperative Cyber Defense Center of Excellence, the NATO Communications and Information Academy, and the NATO School in Oberammergau, Germany, which offers training and courses on cyber defense.

G7 Rapid Response Mechanism

The G7 Rapid Response Mechanism (RRM) is another multilateral institution that has improved coordination and sharing of best practices to counter disinformation. The RRM was created in June 2018 to strengthen coordination across the G7 in “assessing, preventing, and responding” to threats to democracy, including disinformation and foreign interference. At present, this is a government coordination mechanism, with Canada serving as the coordinating agent with the other six G7 countries. The goal for the RRM is to share information about impending threats and coordinate on potential responses should attacks occur. The coordination unit produces analysis on threats and trends to anticipate threats and prepare for coordinated action. This increased coordination is a useful development from what existed prior to 2018 as democracies around the world work to counter common challenges.
Digital Platform Responses

The Kremlin, the CCP, and their allies have exploited the virality of social media and citizens’ inability to think critically about the information they are consuming to create and amplify false content globally. During the pandemic, sharing falsehoods costs lives. In response to this massive challenge, digital platforms have stepped up their efforts to counter COVID-19 disinformation and misinformation. These efforts have focused on developing COVID-19-specific policies, take downs of malicious and inauthentic content, designing new product features and policy campaigns to push credible content about the pandemic, and partnering with governments, civil society, and nongovernmental organizations (NGOs) locally and globally to address these evolving threats. While there are many digital platforms, blogs, messaging services, and providers, this report focuses on a select few: Twitter, Meta, YouTube, TikTok, and Microsoft. As mentioned previously, policies, enforcement actions, and product features change on a regular basis in response to the continuous flow of COVID-19 disinformation from threat actors. In addition, as we highlighted above, a majority of these interventions have been designed to be actor agnostic.

**Twitter**

Twitter has developed a comprehensive set of strategies to counter COVID-19 disinformation. These strategies focus on providing reliable information from credible sources regarding COVID-19; protecting the public conversation, which includes a mix of new policies; enforcement actions and product features; building private-public-civic partnerships with governments, journalists, and NGOs; empowering researchers to study COVID-19 disinformation; building transparency metrics on COVID-19 disinformation, among other initiatives. For example, Twitter developed a “Know the Facts” prompt with links to reliable sources, such as WHO and vaccines.gov, to inform the public about where to go for credible information. The graphic below shows this prompt.

Separately, in December 2021, Twitter outlined a comprehensive COVID-19 misleading information policy that provides information on what content and behavior constitutes a violation of this policy. This includes misleading people about the efficacy of preventive measures, treatments, vaccines, official regulations, and other protocols. Twitter also outlined its enforcement actions; when accounts are in violation of its policies, the accounts may be removed, have their visibility reduced, or be permanently suspended. For example, in June 2020, Twitter removed more than 170,000 accounts tied to Chinese influence operations that spread COVID-19 narratives.
We want to help you access credible information, especially when it comes to public health.

We’ve adjusted our search prompt in key countries across the globe to feature authoritative health sources when you search for terms related to novel #coronavirus.

Meta

Meta, formerly Facebook, has also put forth a number of strategies to reduce the prevalence of COVID-19 disinformation campaigns on its suite of apps, provide credible information to consumers, and partner with NGOs, verified government officials, and journalists. Among its strategies, Meta launched a COVID-19 information center (as depicted in the graphics below), prohibiting exploitive tactics in advertisements, supporting health and economic relief efforts, “down-ranking” false or disputed information on the platform’s news feed, and activating notifications for users who have engaged with misleading content related to COVID-19. In addition, the encrypted messaging platform WhatsApp, owned by Meta, has also been plagued by COVID-19 disinformation. In response, WhatsApp created a WHO Health Alert, a chatbot to provide accurate information about the coronavirus that causes COVID-19.
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With Russia, China, and their affiliates spreading COVID-19 disinformation throughout the Meta family of apps, Meta has continuously removed inauthentic behavior and content originating from these two countries. For example, in December 2020, Meta partnered with Graphika, a software as a service and a managed services company, to remove coordinated inauthentic content and accounts that originated in Russia, including 61 Facebook accounts, 29 pages, seven groups, and one Instagram account. These networks posted misleading content about COVID-19 and the Russian vaccine, among other topics, in French, English, Portuguese, and Arabic. Similarly, in December 2021, Meta removed more than 600 accounts, pages, and groups connected to Chinese influence operations spreading COVID-19 disinformation, including an account falsely claiming to be a Swiss biologist. This account also posted misleading content on Twitter, claiming that the US was pressuring the WHO to blame China for the rise of COVID-19 cases.

YouTube

YouTube also established a range of policies and product features and has taken enforcement actions to curb the spread of COVID-19 disinformation and Russian and Chinese malign content. YouTube’s community guidelines prohibit medical disinformation. In addition to setting policies, YouTube has begun to label content that it believes may be spreading COVID-19 disinformation and misinformation. Like other platforms, YouTube has been working with health officials, NGOs, and government agencies to give its viewers access to authoritative and credible content about COVID-19. This includes the latest news on vaccines and tests, as depicted below.

YouTube has also taken specific actions against Russian and Chinese disinformation. For example, it suspended the German-language Russia Today channel for one week after it violated its COVID-19 information guidelines. In response, the Russian Federal Service for Supervision of Communications, Information Technology, and Mass Media, Roskomnadzor, accused YouTube of censorship and threatened to block the service.

https://twitter.com/YouTubeInsider/status/1240734272325070855.
TikTok

With approximately 15 million daily active users and the appeal of younger audiences, TikTok has become a major source of information on politics, health, sports, and entertainment. Unfortunately, it has also become a source of widespread COVID-19 disinformation. TikTok’s connection to ByteDance, a Chinese multinational internet technology company, has created concerns that TikTok could be spreading digital authoritarianism, Chinese propaganda, and censorship. To that end, TikTok developed strong community guidelines to combat COVID-19 disinformation and related harmful online content, partnered with multinational organizations and government institutions, and creatively provided credible information about the pandemic. To enforce disinformation policies, TikTok has partnered with international fact-checkers to ensure the accuracy of its content and identify disinformation threats early. TikTok promotes COVID-19 best practices through campaigns such as the #SafeHands Challenge to promote healthy handwashing, which has gained 5.4 billion views, and the #DistanceDance challenge to encourage physical distancing.

Microsoft

While not a digital platform, Microsoft has become a leading player in developing technology solutions, partnering with civil society and governments to counter disinformation. For example, in response to COVID-19, Microsoft created “information hubs” on its news tabs, and has put public service announcements about COVID-19 atop its search queries. Microsoft also adopted an advertisement policy that prohibits advertisements that seek to exploit the COVID-19 pandemic for commercial gain, spread disinformation, and undermine the health and safety of citizens. As part of this effort, Microsoft advertising prevented approximately 10.7 million advertiser submissions based on these criteria, 5.73 million of which would have gone to the European markets. With its Defending Democracy Program, Microsoft has partnered with media organizations on content authenticity and media literacy, and has been developing technical solutions to take down fake images and videos.

Civil Society and the Emerging Technology Ecosystem

To counter Chinese and Russian COVID-19 disinformation, civil society and emerging technologies organizations such as Zignal Labs, Logically, Graphika, Alethea Group, and many others have pioneered collaborations with digital platforms, civil society, media, and governments to understand, identify, and expose the evolving Russian and Chinese disinformation narratives, and provide mitigating strategies via content moderation, threat deception, and exposure. Critical to this effort has been the
use of artificial intelligence, machine learning, and natural language processing to identify disinformation narratives and develop mitigation strategies.

Similarly, many research and academic institutions and NGOs have stepped up to provide much needed novel research and analysis to counter Russian and Chinese disinformation campaigns, share information, and provide critical information to governments, media, and digital platforms globally when they have needed it most. In addition to CEPA, organizations such as the Atlantic Council’s Digital Forensic Research Lab (DFRLab); Stanford University’s Internet Observatory; Carnegie Endowment for International Peace’s Partnership for Countering Influence Operations; Harvard University’s Shorenstein Center on Media, Politics and Public Policy; the Institute for Security and Technology; German Marshall Fund’s Alliance for Securing Democracy, and many others have contributed to developing solutions. In addition, organizations such as the National Democratic Institute (NDI), the International Republican Institute (IRI), the International Research and Exchanges Board (IREX), and other implementing partners have been working with the US government and other partner government missions around the world to counter Russian and Chinese COVID-19 and political disinformation in developing nations. These efforts have included media and digital literacy programs, such as IREX’s Learn to Discern; journalistic and cyber hygiene trainings; public diplomacy and strategic communication initiatives; anti-corruption initiatives; and institution-building initiatives.\textsuperscript{58}
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What Is Working

As disinformation and misinformation have evolved and adapted over time, there are numerous ways that European governments, the US government, digital platforms, and civil society have made progress, and several initiatives are already working. While there is more to be done, particularly when dealing with the global infodemic and nefarious actors like China and Russia, it is important to acknowledge areas where there have been improvements.

Exposure of disinformation campaigns has worked somewhat to raise awareness

Regardless of the actors who spread it, COVID-19 disinformation and propaganda have real-world impacts — the infodemic costs lives. Awareness about this concern coupled with the ability of policy makers, health officials, and community leaders to communicate to the public about the dangers of disinformation and misinformation via direct communication, social media, and infotainment is critical to address this challenge, and in this case, save lives. Efforts to expose disinformation campaigns have helped shed light on the challenge. One such effort was the GEC’s August 2020 report, Pillars of Russia’s Disinformation and Propaganda Ecosystem, that outlines official government communications, state-funded global messaging, cultivation of proxy sources, weaponization of social media, and cyber-enabled disinformation. It also profiled seven Kremlin-aligned disinformation proxy sites and organizations, highlighting their amplification of anti-US and pro-Russian positions during the COVID-19 outbreak.\(^{59}\) Similarly, EUvsDisinfo has issued a series of special reports on the narrative campaigns from China and Russia.\(^{60}\) Separately, according to the Pearson Institute and the Associated Press-NORC Center for Public Affairs Research, in October 2021, 95% of US citizens believed that disinformation is a problem, including on COVID-19.\(^ {61}\) Despite this statistic, some continue to believe that the government, public health officials, and vaccine manufacturers are the ones spreading disinformation about the pandemic. Governments, civil society, and digital platforms continue to evaluate the impact of exposure campaigns. Questions such as how much exposure reaches the target audience, does it change audience and threat actor behavior remain important points for analysis, policy considerations, and interventions.

“COVID-19 disinformation and propaganda have real-world impacts — the infodemic costs lives.”

Building long-term resilience
Countering disinformation from China, Russia, and other actors is a long-term challenge that does not have quick fixes — rather, long-term resilience mechanisms are needed. To that end, the international community has started to recognize the need to strengthen democratic institutions, support independent media, counter digital authoritarianism, and strengthen digital citizens and media literacy skills of journalists. At the Summit for Democracy in December 2021, US President Joseph R. Biden, Jr., announced a set of sweeping proposals on democratic renewal with a desired objective of strengthening societal resilience to respond to these challenges.² For example, the US announced a $30 million International Fund for Public Interest Media, a multi-donor fund to support free and independent media around the world, particularly in the developing world, and a Media Viability Accelerator to support the financial viability of independent media.³

The US and many European countries are investing significantly in digital and media literacy and civic education for all ages to strengthen societal resilience and counter Russian and Chinese COVID-19 and other related disinformation. Thanks to innovative initiatives from partner and implementing organizations, the US and Europe have been implementing initiatives in developing countries. For example, IREX’s Learn to Discern training program and curriculum has been offered to diverse audiences with the goal of inoculating communities from public health disinformation, decreasing polarization, and empowering people to think critically about the information they consume.⁴ To reach audiences in creative ways, academics and technologists have developed counter disinformation games that force the players to tackle disinformation head on by creating fake personas, attracting followers, and creating fake content. By playing
games such as DROG and the University of Cambridge’s Bad News Game,65 players can get into the mindset of the threat actor and their tactics.

**Improved coordination between digital platforms and civil society**

Over the past years, there has been greater collaboration between digital platforms and civil society to combat disinformation around elections and COVID-19 and stemming from violent extremists. For example, the Trust and Safety community formed a Digital Trust and Safety Partnership to foster collaboration and a shared lexicon between digital platforms.66 The long-term success of this initiative remains to be seen. Similarly, as part of an effort to curb COVID-19 disinformation, digital platforms have been meeting with the WHO and government officials to ensure that people receive credible information about the pandemic, and digital platforms take appropriate action on COVID-19 disinformation.67
In addition, organizations such as NDI, IRI, and the DFRLab have been critical in serving as a partner and a liaison between digital platforms and civil society in emerging markets, including the Global South. This has been important in ensuring that civil society organizations and citizens know how to report disinformation to digital platforms, get access to credible information, know how to engage in the technology space, and receive digital literacy training to be responsible stewards of information. The Design 4 Democracy Coalition, a coalition of civil society and human rights organizations, also plays an important role in forging partnerships between civil society and digital platforms. These organizations provide access, relationships, and critical exposure to marginalized communities and populations in the Global South — places where digital platforms may not have the full operational capability. However, civil society has struggled with access to data, making it difficult for outside researchers to meaningfully study certain platforms.

**Recognition of the need for a whole-of-society approach**

While governments, digital platforms, civil society, emerging technology organizations, and researchers have differing viewpoints on ways to protect the public and marginalized communities from COVID-19 disinformation, all of them recognize that a whole-of-society approach is needed to counter Russia and China’s intentional spread of propaganda and disinformation and build long-term resilience mechanisms. However, as described below, gaps still exist on how to implement such an approach.

As with elections or politically motivated disinformation, countering COVID-19 information operations from Russia, China, and other actors requires a whole-of-society approach that strengthens partnerships and prioritizes information sharing and collaboration between governments, multinational organizations, digital platforms, civil society, and the research community. However, while progress has been made to bring these stakeholders together and move the needle on this issue, gaps remain, and additional progress is needed. As Alina Polyakova and Daniel Fried point out in their report, *Democratic Offense Against Disinformation*, the “whack-a-mole” approach must stop; it is crucial for governments and organizations to get on the offense.

How do we get on the offense? Gaps that exist in designing holistic and operational campaigns to counter COVID-19 disinformation must be addressed and greater focus must be centered on what these adversaries fear most — resilient democratic societies with healthy information ecosystems that can withstand information manipulation and disinformation in all its forms.
What Is Still Missing

Understand how the adversary thinks

First, in playing a “whack-a-mole” game, a gap exists in the inability to think from the perspective of the adversary. What are their desired objectives? What are the end states? What tools do the Russians and Chinese use to spread disinformation, and how do they seek to influence change in behavior? Therefore, to design strategic and operational-level campaigns to counter COVID-19 and other disinformation from Russia and China, it is crucial to think about the threat actor, how they share content, and their desired outcome: to cause confusion, reduce social cohesion, spread fear, and, ultimately, change the behavior of the targeted population. Thus, the transatlantic community needs to articulate the desired outcome and change in behavior of their interventions. The desired objective should be populations that are capable of critical thinking, distinguishing facts from fiction, who are supported by democratic norms and values, and strong resilient institutions.

Develop, refine, and align on transatlantic regulatory approaches

Second, there is no common transatlantic regulatory approach to address disinformation coming from Russia and China. For example, the EU adopted the European Democracy Action Plan and the Code of Practice to counter disinformation, yet individual European countries respond to disinformation campaigns from Russia and China differently as information proliferates online in unique ways. While the EU initially passed the Digital Services Act’s provisions to curb big tech’s ill-intended advertising practices, these provisions need to be negotiated with each individual EU member state to enforce the provisions stipulated in the act. How each state will establish transparency, accountability, and auditability measures with the digital platforms is yet to be determined. In addition, the US Congress has proposed a series of meaningful legislative proposals that could stymie disinformation and other malicious content, and keep actors like Russia and China, and digital platforms
accountable. However, due to partisan gridlock and differing understanding about the harmfulness of disinformation, Congress has had trouble passing legislation that has been introduced on this subject and there have been delays implementing authorized initiatives.

As the US Department of State stands up its Bureau for Cyberspace and Digital Strategy, an opportunity exists for the US to partner with European counterparts on diplomatic engagement. The US government has yet to put forth a codified disinformation strategy that is coordinated by the White House. Such a strategy should pull together all instruments of US national power and all respected agencies that address the threat domestically and internationally, build democratic institutions, strengthen societal response, and assess how disinformation impacts marginalized populations globally, including women and girls.

**Stand up a coordination and information-sharing whole-of-society mechanism for information integrity and resilience**

Third, given the different regulatory environments and overall acknowledgement of the societal challenges that stem from Russian and Chinese COVID-19 and related disinformation, the international community does not have a unified forum to address disinformation and other harmful content. The G7 RRM has done some work in establishing coordination among the G7 governments, but at the present time, a mechanism does not exist to pull aligned governments, including those from the Global South, digital platforms, civil society, and research communities, together to collaborate and share information, foster exchanges, anticipate and address threats before they escalate, and develop mechanisms to strengthen societal resilience to disinformation. The bipartisan Task Force on the US Strategy to Support Democracy and Counter Authoritarianism proposed a Global Task Force on Information Integrity and Resilience. In this proposal, like-minded democracies would take rotational responsibilities to lead this task force and establish a forum for a whole-of-society collaboration, coordination, and information sharing, including participation from the Global South’s like-minded democracies. Without such a mechanism, the “whack-a-mole” game, rather than a cohesive strategy and campaigns to counter Russian and Chinese COVID-19 and other disinformation efforts, will continue.

“These provisions need to be negotiated with each individual EU member state to enforce the provisions stipulated in the act.”
Leverage traditional tools of statecraft

Fourth, the US and Europe can better coordinate on leveraging traditional tools of statecraft, such as sanctions, to combat information operations. As previously noted, the US has issued sanctions as a mean of imposing costs on targets for maliciously and deliberately spreading disinformation. However, the deterrent effect of these sanctions has been limited because it has primarily been the US implementing them, and as was demonstrated with the 2014 package of sanctions against Russia for its invasion of Ukraine, sanctions are most effective when the US and the EU work together. The European Parliament’s Special Committee on Foreign Interference in all Democratic Processes in the European Union, including Disinformation, recently voted to approve a report that, among other things, calls for the EU to beef up its capabilities and build a sanctions regime against disinformation.70 An effort such as this in coordination with the US could be a more effective measure for creating a cost for malign information operations.
Localize and contextualize interventions

Fifth, to counter the various forms of disinformation, a one-size-fits-all approach will not work. Rather, a continued set of localized, population-centric, contextual, culturally appropriate solutions is needed. While digital platforms have expanded their global footprint and partnerships with civil society, human rights organizations, and governments, a significant investment in localized and contextual solutions is needed. For example, digital platforms should increase investment in research on the impact of disinformation on marginalized populations, including in the Global South, and invest in continuous engagement and operations in emerging markets and local languages.

A real need exists to reach people outside of the capitals and across diverse communities, including women and girls. This matters because these communities are the ones that specifically need access to credible information, digital and media literacy training, knowledge about how to report disinformation to digital platforms, and with whom to engage. Thus, creating these types of local solutions can have a significant impact. In addition, addressing bias in algorithms, particularly as it relates to cultural, linguistic, religious, and ethnic bias among marginalized communities, remains a concern. As digital platforms work on these solutions, localized and culturally appropriate research that can complement the work of addressing algorithmic bias can help steer toward localized solutions to counter disinformation in these communities. Finally, to help localize and contextualize interventions, digital platforms should make greater investments in sharing data to facilitate research to understand the impact that platform interventions have on diverse populations.

Building and rebuilding trust in democratic institutions

Sixth, countering disinformation from Russia and China requires developing long-term solutions to strengthen democratic institutions and societal resilience. While there has been significant headway in this arena, several gaps exist on both sides of the Atlantic. First, while instant results in countering disinformation are wanted, they will not be achieved without understanding the root causes within societies, including divisions, and cultural, religious, and historical underpinnings that can further divide a society and drive polarization. Second, due to a lack of trust in democratic institutions, people do not view these institutions as reliable and
credible sources of facts about COVID-19 or other contentious topics. For example, in June 2020, only 13% of US citizens had a great deal of trust in the COVID-19 information that was provided by the federal government. As a solution to these gaps, leaders should prioritize listening to people from all backgrounds, people-to-people engagement, and creatively using social media to communicate effectively and empathetically and regain trust with people from diverse backgrounds.

Strengthen societal resilience through advancing media and digital literacy, countering digital authoritarianism, and measuring the impact of policy interventions

Seventh, and finally, while there is a broad agreement that promoting internet freedom, strengthening media institutions, and increasing media and digital literacy are crucial to building a healthy information ecosystem to counter disinformation, additional resources are needed to fully implement these initiatives at scale and with the right local context and nuance globally. Russia and China have been perfecting their disinformation strategies because they understand their local and global audiences, can tailor their tactics, and pull the right levers based on what works in local context. Equally, Russia and China have started to export digital authoritarianism to further censor information in developing countries, export propaganda, and clamp down on free press and free expression.

To that end, the US and European countries need to double down on existing commitments and invest in local and regional solutions. This can be done in multiple ways:

- First, greater financial investments should be made in institutions such as the US Agency for Global Media, which includes Radio Free Europe/Radio Liberty and Radio Free Asia, that exist to share credible information with local audiences that may have limited access to credible information, especially in rural markets, underdeveloped areas, or authoritarian regimes.
- Second, training of local and regional journalists by trusted partners should continue to be a priority. This is in addition to adding greater funding for new and independent media that is free from manipulation and corruption. Equally important is training citizens across demographics about digital literacy and civic skills so that they can be good stewards of information and not fall victim to Russian and Chinese COVID-19 disinformation and misinformation. These skills should be shared across towns, villages, tribes, religious and community centers, and schools.
- Third, investing in critical infrastructure, emerging technologies, and increased access to free and open internet to counter digital authoritarianism in emerging markets must be part of the solution to fight disinformation. After all, digital
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authoritarianism and disinformation are two sides of the same coin; addressing both in emerging markets will be crucial to countering malign influence from Russia and China. In addition, investing in local tech entrepreneurship and youth programs will be critical to addressing these challenges. Young people are the future and can forge innovative private-public-civic partnerships to address these challenges.

- Fourth, and finally, the only way to assess the effectiveness of these investments is to measure the holistic impact of the efforts. This must be done at both the individual program level and the strategic level that is tied to the broader goal of countering Russian and Chinese disinformation.
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